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By employing ab initio quantum mechanical/molecular mechanical (QM/MM) and molecular
dynamics (MD) simulations, we have provided further evidence against the previously proposed
hydroperoxylation or hydroxylation mechanism of hydroxyethylphosphonate dioxygenase (HEPD).
HEPD employs an interesting catalytic cycle based on concatenated bifurcations. The first bifurcation
is based on the abstraction of hydrogen atoms from the substrate, which leads to a distal or proximal
hydroperoxo species (Fe–OOH or Fe–(OH)O). The second and the third bifurcations refer to the
carbon–carbon bond cleavage reaction. And this is achieved through a tridentate intermediate, or
employing a proton-shuttle assisted mechanism, in which the residue Glu176 or the FeIV O group serves
as a general base. The reaction directions seem to be tunable and show significant environment
dependence. This mechanism can provide a comprehensive interpretation for the seemingly
contradicting experimental evidences and provide insight into the development of biochemistry and
material sciences.

1. Introduction

Just like heme enzymes, dioxygen-activating mononuclear non-
heme FeII-dependent enzymes catalyze a wide variety of
reactions.1–7 Since the development of sophisticated spectroscopic
and computational approaches, significant advances have been
made to probe and understand these non-heme enzymes.3,8–15 A
common structural motif of these non-heme enzymes is the 2-
His-1-carboxylate facial triad binding the divalent iron, which is
considered as a versatile platform for dioxygen activation.1,6,14,16 In
contrast to the porphyrin macrocycle in heme sites, the non-heme
active sites have additional, exchangeable positions and provide
new coordination modes for substrate and oxygen activation.17

These enzymes can convert dioxygen to highly specialized reagents
and catalyze the synthesis of many important biomolecules
in aerobic organisms.18,19 The biosynthesis of penicillin-type
antibiotics20,21 is a typical example among them.

Hydroxyethylphosphonate dioxygenase (HEPD) catalyzes a
critical step in the phosphinothricin (PT) biosynthetic pathway
(Scheme 1) as investigated in some genetic and biochemical
experiments.22–24 Synthetic PT is used in broad-spectrum agri-
cultural herbicides for its bactericidal, fungicidal, and herbicidal
properties.22,25,26 HEPD activates O2 by the divalent iron and
catalyzes the conversion of 2-hydroxyethylphosphonate (2-HEP)
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to hydroxymethylphosphonate (HMP). This reaction would break
a carbon–carbon single bond without any organic cofactor.27

Recently, the three-dimensional structure of HEPD has been
crystallized in complexation with 2-HEP (Fig. 1). The crystal
structure and relevant biochemical experiments provide much
valuable information for the understanding of the catalytic
mechanism of HEPD. However, both hydroperoxylation and

Fig. 1 (a) Schematic representation of the equilibrated model used in the
subsequent QM and QM/MM calculation. The active site (also the QM
region) is highlighted. (b) Radial distribution functions (RDFs) of water
around the iron atom. The oxygen atom of water is used in calculation, and
bin width of the center–center distance is 0.01 nm. (c) Optimized structures
(the QM region) of the initial species with selected geometrical parameters
obtained in QM/MM calculations (displayed with a ball and stick model).
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Scheme 1 HEPD catalyzes the conversion of 2-hydroxyethylphosphonate (2-HEP) to hydroxymethylphosphonate (HMP) during phosphinothricin (PT)
biosynthesis.

hydroxylation mechanisms cannot provide a comprehensive inter-
pretation for the experimental evidences.27,28 Based on the cluster
model of HEPD, the theoretical calculations at the DFT level
suggest that both mechanisms are acceptable.29 Much valuable
information was provided in their calculations, such as the multiple
reaction pathways. However, the active site of iron enzymes
usually has a few low-lying spin states, and shows two state
activities.30–32 Their calculation did not consider the singlet spin
state. And, the singlet state may also be very important to the
catalytic reaction. At the same time, the flexibility of the active
site cannot be considered in their model, such as the contributions
of the secondary active site residues and trapped water. These
conditions may strongly affect the catalytic process. For instance,
the phosphonate oxygen atoms can be blocked from taking part in
the reaction by the hydrogen bonds only in the presence of water
molecules. The intermediate species can be interpreted only when
oxygen derives from O2 in exchange with water.27

In order to understand the relevant biochemical experimental
facts,27,28 we performed a series of ab initio hybrid quantum
mechanics/molecular mechanics (QM/MM) calculations. A tun-
able catalytic mechanism of HEPD has been proposed based on
QM/MM calculations. Three bifurcations of the catalytic cycle
make the mechanism agree well with the seemingly contradicting
experimental facts. The contributions of water and the environ-
ment are significant for the catalytic process. At the same time,
theoretical studies on the flexibility of the active site may shed
light on the development of more efficient catalysts.

2. Computational details

The theoretical model (Fig. 1a) was set up based on the X-ray
crystal structure of HEPD in complexation with the substrate
2-HEP (PDB ID: 3GBF).27 The protonation states of ionizable
amino acids were selected and checked based on a visual inspection
of their microenvironments. In the active site, the protonation
states of His129 and His182 were kept in a neutral state, and the
Glu176 was deprotonated. Although it seems to be natural to
form a hydrogen bond with the hydroxyl oxygen and the nearby
carboxylate oxygen of Glu176, we noticed that the H-abstraction
barrier was much lower with a deprotonated carboxyl group.
This conclusion is very consistent with the previous theoretical
calculations of Hirao et al.29 And the deprotonated carboxyl
group (serving as a general base) would facilitate the carbon–
carbon bond cleavage (see Results and discussion section). Thus
the deprotonated carboxyl group in Glu176 was adopted.

The classical molecular dynamic (MD) simulation with
CHARMM22 force field33 was performed and extended to 20 ns
under stochastic boundary conditions 34 in the canonical (NVT)

ensemble. Mean-square displacement (MSD) was adopted to
depict the diffusive behaviour of the system (Fig. S1†). As shown in
Fig. 1b, the distribution of water molecules around the active site
was characterized by the radial distribution function (RDF). The
coordination numbers for the first and the second solvent shells
were about 2 and 4. Based on the result of RDF in MD simulation,
two water molecules were included in the QM region. Only one or
two water molecules may take part in the catalytic reaction directly,
although more may affect the reaction (via cooperative water
networks).35–37 Thus the QM model is sufficient to interpret the
carbon–carbon bond cleavage in HEPD. The spatial distribution
function (SDF) gave further information on the possible location
of water around the active site in three-dimensional space (Fig.
S2†). The distribution density of water near the active site is
mainly concentrated around O2 and the substrate 2-HEP, which
may be important in the catalytic reaction.38 The snapshot of the
equilibrated MD trajectory was taken as the starting point for
further QM and QM/MM simulations.

The QM/MM computations were done using the ChemShell39

package integrated with the Turbomole40 and DL-POLY41 pro-
grams. And the CHARMM22 force field33 was used for the
treatment of the MM part of the system. The electronic embedding
scheme and the hydrogen link atoms with the charge shift model42

for the QM/MM boundary were adopted in the QM/MM
treatment. The 2-His-1-Glu facial triad (His129, His182, Glu176),
HEP, O2, and two water molecules were included in the QM
region with a total charge of -1. During the QM/MM geometry
optimizations, the QM region and 7813 MM atoms (defined by
including the residues within 20 Å of the QM region) were allowed
to move, whereas all the remaining atoms were kept fixed as
the environment. Two basis sets were employed in this study:
B1 [Watcher+f [8s6p4d1f] (Fe)/6-31+G* (the coordinated atoms
and the oxygen molecule)/6-31G** (rest)] was used for geometry
optimizations, and B2 [Watcher+f (Fe)/6-31++G** (rest)] only
served for single point calculations.43,44 The Wachters basis set is
a double-z quality with polarization functions on all atoms which
have been used in iron-containing enzymes, such as myoglobin.44

The GGA functional PBE was selected to be used throughout
this work for all intermediates and transition state calculations.
However, since there is no absolutely convincing reason to prefer
this functional to the others, single point calculations were also
performed to validate the PBE results with using B-P, B-LYP,
PBE0 and B3LYP functionals as implemented in TURBOMOLE
when the optimizations were done with PBE. A two-point
displacement method with analytical calculations of gradients has
been used to obtain the numeric frequency,39 and the electronic
polarization of the environment was included in the frequency
calculation. Detailed analyses of the QM/MM system setup, MD
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Scheme 2 Key character of suggested mechanism in the catalytic cycle of HEPD; the hydrogen atom abstraction, O–O bond cleavage and possible C–C
bond cleavage steps were shown; B-1, B-2, B-3 refer to different bifurcations in the reaction pathways. 2-HEP is the initial substrate.

simulation and the validation of the functionals are summarized
in the supporting information.†

3. Results and discussion

3.1 Reaction mechanism in the catalytic cycle of HEPD

As shown in Scheme 2 and Scheme S1,† the catalytic cycle of
dioxygen activation and carbon–carbon cleavage reactions has
been well established by QM/MM calculations. This reaction
mechanism agrees well with experimental evidences, i.e. the
existence of an intermediacy derived from oxygen molecules.
And the proton-assisted mechanism is supported in the catalysis
reaction of HEPD.27,45 The catalytic cycle starts at the resting state
1, which has been characterized in the crystal structure.27 Then O2

molecules are bound with the open coordination position on the
FeII to yield a reactive ferric superoxo species (FeIII–[O2

-], 2). This is
a general mechanistic strategy in several non-heme iron enzymes,
such as hPheOH and PAH.17,46–48 These steps are suggested to
be relatively slow and thus biochemical studies have revealed
various evidences and spectroscopic information.17,49 However,
the subsequent reduction of species 2 involves some intermediates
which are short-lived, and thus are difficult to trap and characterize
in experiments.

In the proposed mechanism, there are a few reaction pathways
(three concatenated bifurcations) connecting the reactant and
product. The first bifurcation (B-1) is related to a proton/electron
transfer process, and in this step, the FeIII–[O2

-] species 2 is
considered to attract a hydrogen atom from the CB atom of 2-
HEP.27,45 And the proton can switch to react with the distal or
proximal oxygen atom to yield a hydroperoxo species (3 or 3¢). This
proton transfer step is the rate-limiting step as indicated in Scheme
S1.† Later, the hydroperoxo species (3 and 3¢) have a number of
possible fates, such as the conversion of the bidentate substrate
3 to a tridentate complex 4a, a hemiacetal 4b, or a hydrogen
bonded inverted metastable hydroperoxide [FeO ◊ ◊ ◊ (HO)] species
4¢.50,51 The flexible conversions may provide feedback regulation
between first and second bifurcations. After the breaking of the O–
O bond, the generated intermediates appear to be tunable by the

pH conditions (B-2). The last bifurcation is a branch (derived
from species 4b) within the second one, and a proton-shuttle
based mechanism is utilized to facilitate the carbon–carbon bond
cleavage. Finally, the formate and HMP are generated. For the
product state 5, the coordinated formate releases firstly in the
presence of water. And later it releases HMP and returns to its
resting state 1.

3.2 Properties of the ferric–superoxide intermediates

At the beginning, the O2 molecules are bound with the FeII to yield
a reactive ferric superoxo species (FeIII–[O2

-], 2) as shown in Scheme
3. The ferric–superoxide species were optimized in the gas phase
and QM/MM model. It suggested that the end-on geometry was
preferred in the enzyme environment.52 The environment seems
to slightly lengthen the O–O bond distances (by 0.02 Å). The
O–O bond length (1.3 Å) in this species is similar to the usual
superoxide.53 The environment alone is not sufficient for breaking
the O–O bond. Table S2† gives the selected parameters of the
optimized structure in the gas phase with different functionals
for the cluster model. The GGA and meta-GGA functionals
suggested a slightly tightly binding structure which was similar to
the MP2 result, while the hybrid functionals provided the opposite
trends.

Scheme 3 The formation of the reactive ferric superoxo species
(FeIII–[O2

-], 2); The NPA charges of the distal and proximal oxygen atom
were given.

The NPA partial charge was used to generate an intuitive
and localized representation of the electron density. The iron in
the active site is supposed to have a formal charge of +3, but
a significant charge transfer from the ligands to metal can be

1016 | Org. Biomol. Chem., 2012, 10, 1014–1024 This journal is © The Royal Society of Chemistry 2012
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observed in the model. The NPA charge indicates a positive partial
charge of 1.02e on the iron atoms. The distal oxygen atom (-0.40e)
is more negative than the proximal oxygen atom (-0.12e). The total
charge of O2 is -0.52e suggesting that the negative charge of the
whole system should be mainly concentrated on O2 and partially
transports to the iron.

3.3 The distal and proximal pathways in hydrogen-abstraction
reaction

The hydrogen-attraction from the substrate occurs in the first
bifurcation (B-1, Scheme 2). After the donor ligand (2-HEP)
and O2 bind to the 2-His-1-Glu facial, the hydrogen of 2-HEP
will migrate to one oxygen atom of O2. There are two potential
choices: distal and proximal. Like the processes in Cytochrome
P450,54,55 the direction of the proton transfer process will be driven
to different hydroperoxo intermediates (3 or 3¢, Scheme 1).27,45

In Fig. 2 and Fig. S3,† the key optimized structures are
displayed. The Fe–O bond is much stronger than the O–O bond
and the optimized Fe–O–O angle is about 120◦, which is in
agreement with the results of similar low-spin FeIII–OOH species.11

Near the reaction centre, one water molecule (donated as W1) can
form a strong hydrogen bond with the distal oxygen atom. And,
for the transition state of the distal species, this water molecule
involves in the vibration mode of the only imaginary frequency.
Thus this water molecule may play an important role in the reac-
tion. Another water molecule shows weaker contributions to this
process, although it also forms a hydrogen bond with the substrate.
The NPA partial charge suggests one-electron transport from the
substrate to the Fe–O2 motif in the proton transfer process.

Fig. 2 Character of the hydrogen transfer process (identified as distal (3)
and proximal (3¢) species) and the relative energy profile (in kcal mol-1)
in QM/MM calculations and gas phase calculations (inset panel); the
parameter for different initial configurations (species 2, upper panel) was
given. And the values are related to the distal and proximal (in the brackets)
process; the zero point related to the energy of the initial optimized
structure in our model. The first minima refer to the reactant.

Fig. 2 depicts the character of the hydrogen transfer process,
and also the relative energy profile. The protonation of the oxygen
atom of O2 results in the significant weakening of the Fe–O and
O–O bonds. In the product states, the elongation of the O–O and
Fe–O bonds in the proximal species (by 0.22 and 0.28 Å) is a
little larger than that in the distal species (by 0.21 and 0.13 Å).
The activation barriers of the proximal and distal species are 17.8
and 21.2 kcal mol-1, which is the rate-limiting step as indicated in
Scheme S1.†

In this step, the highest energy barriers are obtained from
BLYP (19.7 and 23.0 kcal mol-1), and two hybrid functionals give
relatively lower barriers, i.e. 12.7 and 17.9 kcal mol-1 for B3LYP
(Table S3†). All these results indicate that the energy barrier is
slightly lower for the proximal species. As the hybrid functionals
gave a lower energy barrier than the GGA functionals, one may
suggest that the energy barrier of the H-abstraction step was
lower than the result of Hirao et al.29 Single point calculations are
also performed by way of removing the MM environments, and
the energy barriers became 21.8 kcal mol-1 and 19.3 kcal mol-1

for the proximal and distal species. However, in this condition,
the relative energy of the proximal isomer is higher than the
distal species (by 13.4 kcal mol-1). This implies that the proximal
protonated product can easily go back to the reactant state since
the barrier from the product to the reactant is much lower (about
12 kcal mol-1). In the energy profile of Fig. 2, the zero point
of energy is the energy of the initial optimized structure of the
QM/MM model. The first minimum is the reactant. The difference
between the initial structure and the reactant is the hydrogen
bonds formed by water with the oxygen molecule and the substrate
(Fig. S3†). The environment plays an important role in stabilizing
the reactant and facilitating the following reaction. Interestingly,
the proton affinities of ferric–superoxide species show significant
environment dependence. The proximal isomer is preferred at the
existence of the protein environment, while the distal isomer is
more favourable in the gas phase. The fact that the distal species
is favoured in the gas phase is also consistent with Cytochrome
P450.55 Furthermore, the proton can reside on both oxygen atoms,
and the position of the proton can be discriminated by IR spectra.
The predicted IR spectra of the O–O bond stretching give 737 cm-1

and 801 cm-1 for the proximal and distal species.
The barrier (19.3 kcal mol-1) of the distal hydrogen attraction

pathway is still much lower than the barrier obtained by Hirao
et al.29 The possible reasons are given here. First, our model and
that of Hirao et al. were different. In the model of Hirao et al.,
the 2-HEP was protonated, while ours was deprotonated. Our
calculations suggested that the deprotonated substrate 2-HEP
provided a lower energy barrier, and the protonated one gave a
higher energy barrier. And Hirao et al.’s results also indicated a
lower energy barrier (18.1 kcal mol-1, similar to our 19.3 kal mol-1)
with the deprotonated substrate. However, they chose to assume
that the substrate was protonated, which was deemed natural
as they suggested.29 However, maybe it is natural to assume the
protonated substrate, this argument was not sufficient to deny the
deprotonated substrate with a lower energy barrier. Furthermore,
the absence of the proton between the hydroxyl oxygen and the
nearby carboxylate oxygen of Glu176 would facilitate the carbon–
carbon bond cleavage process (mechanism b¢). If the 2-HEP is
protonated, this mechanism would be blocked, and the energy
barrier of the whole reaction would be higher than 30 kcal mol-1.

This journal is © The Royal Society of Chemistry 2012 Org. Biomol. Chem., 2012, 10, 1014–1024 | 1017
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Scheme 4 The possible fates of the hydroperoxo species 3 and 3¢; the O–O bond cleavage happened in these reaction pathways; the species A and B with
a gray color are the putative species proposed in experiments. The number above the arrow refers to the related energy barrier (in kcal mol-1).

Second, both our QM and QM/MM models were based on the
result of the molecular dynamic simulations, while Hirao et al.’s
model was obtained directly from the crystal structure. And the
flexibility of our model may cause the deviation. Third, the method
(such as functional and basis sets) may also contribute to the
differences.

3.4 The hydroperoxide species and the strength of O–O and
Fe–O bond

The hydrogen transfer process results in the formation of the
hydroperoxide species (3 and 3¢, Fig. 2). The hydroperoxo species
(3 and 3¢) have a number of possible fates56 as shown in
Scheme 4 and Fig. S4.† The bifurcation of the hydroperoxylation
and hydroxylation mechanisms largely relies on the uncertainty
about the strength of the O–O and Fe–O bonds. Herein, these
hydroperoxide species were used to examine the strength of the
O–O and Fe–O bonds. Our results suggest a weaker O–O bond,
and a much stronger Fe–O bond.

The optimized geometries in Scheme 4a show that the substrate
converts from a bidentate species (3) to a tridentate species (4a).
In this process, the O–O bond was broken simultaneously when
the –OOH group migrated to the CB atom of 2-HEP. One water
molecule was inserted into two oxygen atoms of O2, and bridged
the Op atom and OdH group. Then the OdH group (with a
NPA partial charge of -0.5e) underwent exchange with water
molecules, and had the possibility to produce an OwH group
containing the oxygen from the water.27 Along with the migration
of the –OOH group the alternative electron transport from the
substrate to the oxygen atoms of O2. The NPA partial charge of
O2 became more negative (by 0.93e) in this step. We noted that the
formation of the products was a strong exothermic reaction and
thermodynamically favored in the QM/MM model. As labelled
in Scheme S1,† an energy barrier of 12.6 kcal mol-1 was observed.
This mechanism is different from the putative hydroperoxylation

mechanism (A, Scheme 4), in which the Fe–Op bond was assumed
to break and the –OOH group would migrate to the CB atom
followed by a Criegee rearrangement to break the carbon–carbon
bond.

For the reaction path corresponding to Scheme 4b, the distal
species 3 involves an initial O–O bond cleavage and the migration
of the –OH group to the CB atom in 2-HEP to yield the species
(FeIV O, 4b). The issues of dissociation of the O–O bond in
the FeIII–OOH moiety have been discussed for a number of
heme and non-heme systems.11,54,57,58 The corresponding optimized
geometric structures were shown in Scheme 4b and Fig. S4.† In
the structure of the reactant, a hydrogen bond (1.70 Å) formed
between a water molecule (W, in Scheme 4) and an Op atom, which
slightly elongated the bond length of the Fe–O and O–O bonds in
R. This may make the cleavage of the O–O bond easier since the
length of O–O bond is similar to the O–O bond of H2O2. The NPA
partial charges of Op and Od are similar in the reactant R (-0.49e
and 0.50e). The computed energy barrier for the cleavage of the
O–O bond and the formation of the CB–Od bond was 14.3 kcal
mol-1, which is very close to the hemolytic O–O bond cleavage
barrier of P450cam.59

Most of the previously proposed mechanisms were restricted
by the distal protonated species (3, in Scheme 4), which could
comprehensively explain most of the experiment facts.27,28 How-
ever, the proximal species (3¢, Scheme 4) was also an energetic
preferred species. Scheme 4c shows the fate of this proximal pro-
tonated hydorperoxo species (3¢, FeIII–(OH)–O). In the proposed
mechanism, the proton transfers from the proximal oxygen atom
to the distal one, and, at the same time, the O–O bond is broken.
An inverted hydrogen bonded metastable hydroperoxide species
(4¢, [FeO ◊ ◊ ◊ (HO)]) was then generated. The energy barrier of this
reaction is 12.2 kcal mol-1. The Fe–Op bond is strengthened (1.647
Å) and the distance between the iron and nitrogen of His182 is
also shortened by 0.14 Å. This moiety has also been proposed
in the mono-oxygenases.38,39,59 The metastable intermediate can

1018 | Org. Biomol. Chem., 2012, 10, 1014–1024 This journal is © The Royal Society of Chemistry 2012
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easily yield the species 4b with an energy barrier of 5.6 kcal mol-1.
The NPA partial charge on the CB atom of the substrate was 0.1e
positive, which rendered it easier to be attacked by an OH group
in a later step.

The O–O bond is weaker than the Fe–O bond for both distal
protonated species (3, FeIII–OOH) and proximal species (3¢, FeIII–
(OH)–O). The normal mode analysis suggests the frequencies
relevant to Fe–O and O–O bond be 510 and 801 cm-1 for the distal
protonated species (3, FeIII–OOH), while the frequencies are 519
and 737 cm-1 for the proximal species (3¢, FeIII–(OH)–O). The O–O
bond would break in advance. This is consistent with the activated
bleomycin (ABLM) or the FeIII–alkylperoxo models.60–62 This effect
may stem from the electronic structure description.11 In a low-spin
complex, the unoccupied d orbitals allow strong s donation from
s-bonding and p-bonding orbitals on this hydroperoxide, which
will strengthen the peroxide–iron bond and weaken the O–O bond.
So the low-spin hydroperoxo species is active for the cleavage of
the O–O bond. In this process, the role of the trapped water in the
active site was proposed to strengthen the catalytic ability of the
enzyme, and improve the transition state stabilization.63

3.5 Reaction mechanism of carbon–carbon bond cleavage

The details of three types of carbon–carbon bond cleavage
mechanisms were illustrated in Scheme 5. The carbon–carbon
bond cleavage reaction initializes from a tridentate species or a
hemiacetal species derived from the bidentate substrate. Then, the
carbon–carbon single bond of the substrate would break directly.
The loss of stereochemistry in the catalytic process of HEPD can
be well interpreted in this mechanism.64

In the presence of a tridentate species (4a-1) and the hydroxyl
ion group (OH-), the carbon–carbon bond would break easily
with an energy barrier of 16.9 kcal mol-1 (Scheme 5). Then, the

hydroxyl ion group (OH-) would attack the CA atom to yield
HMP with a negligible energy barrier (4a-2). The energy barrier
is very low (about 1.0 kcal mol-1). Because the generation of the
final product is very exothermic (about 40 kcal mol-1), HMP and
formate could generate in a very fast fashion. The corresponding
optimized structures in Fig. S5† suggested that the water molecule
is also important.

It is a stepwise mechanism for the broken of carbon–carbon
bond would occur after the formation of the CA–OH bond.
One may suggest that the breaking of the carbon–carbon bond
and the formation of the CA–OH bond occur simultaneously.
However, this concerted mechanism has been excluded. We did
try various potential energy surface (PES) scans by restraining
relevant internal coordinates, but only the stepwise mechanism
was obtained. Only after the carbon–carbon bond cleavage could
the formation of the CA–OH bond occur to yield HMP. The
charge distributions of the product are more dispersed than the
reactants.

The putative hydroperoxylation mechanism suggests that a
Criegee-type rearrangement (A, Scheme 4) may occur to yield
O-formyl-HMP (OFHMP).27,28 However, the rearrangement is
hard to happen due to the stability of the tridentate ligand
(species 4a), in which the distal oxygen atom would still bind
to the iron after the migration of the –OOH group. The Criegee-
type rearrangement mechanism has been examined by restraint
energy scans. The energy barrier is too high (larger than 60 kcal
mol-1) for an enzymatic reaction. This conclusion was similar to a
previously proposed mechanism, although very different models
were adopted.29 This might also explain the experimental fact that
O-formyl-HMP (OFHMP) could not be accepted as a substrate.28

The third bifurcation (B-3, Scheme 5) is related to the carbon–
carbon bond cleavage reaction via a proton-shuttle mechanism
(paths b and b¢, Scheme 5). The key characters of this reaction are

Scheme 5 The possible reaction pathways in the carbon–carbon bond cleavage; the species 4b-1 and 4b¢-1 are similar complexes which have different
configurations. The numbers above the arrow refer to the related energy barrier (in kcal mol-1).

This journal is © The Royal Society of Chemistry 2012 Org. Biomol. Chem., 2012, 10, 1014–1024 | 1019
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shown in Scheme 5. And the proton transfer process is crucial to
break the carbon–carbon bond. As the elongation of the carbon–
carbon bond in path b, the hydrogen atom of the CB–OH group
in the substrate would shift to the oxygen atom of the Fe–O
group in a concerted mechanism (4b-1, Scheme 5). Later, the
CH2 group in the substrate would rotate and bond to the oxygen
atom in the Fe–OH group. After the rotation of the CH2 group, a
resonance-stabilized anion species (4b-2, Scheme 5) was obtained
to yield HMP. Interestingly, the proton might shuttle back to
the newly generated formate, which was the so-called ping-pong
kinetics. Our calculations indicate that a stepwise mechanism is
favoured. The cleavage of the carbon–carbon bond would occur
firstly, followed by the rotation of the CH2 group to yield the final
products. This mechanism has been confirmed by PES scans. The
corresponding optimized structures are also given in Fig. S5.† The
hydrogen bond between one oxygen atom in the substrate and the
Fe–OH group becomes stronger (1.330 Å) after the formation of
the resonance-stabilized anion species. This mechanism is similar
to the putative hydroxylation mechanism (B, Scheme 4), except
that no water molecule is bound with the iron atom in species 4b.

In path b¢, the catalytic role of the carboxyl group in residue
Glu176 is considered. The optimized structures are given in Fig. S5.†
If the O–H bond in the substrate rotates to the direction toward
the carboxyl group of Glu176, the proton could also migrate to
the non-coordinated oxygen atom in residue Glu176. The carbon–
carbon single bond would break simultaneously. After this step,
a resonance-stabilized anion species (4b¢-2, Scheme 5) would
generate without any energy barrier. In the simulations, if the
above O–H bond in the reactant (R, Fig. S5†) was restrained, the
energy scan profile along the distance of the carbon–carbon bond
should be simply uphill, no stable intermediates could be located,
and then the unconstrained optimization would lead back to the
reactant. Therefore, the breaking of the carbon–carbon bond and
the rotation of the CH2 group are done in a concerted mechanism,
which is different from the previous pathways (path a, b).

The proton transfer and the carbon–carbon bond cleavage
step should occur in a concerted step in path b and b¢. At
the same time, the breaking of the carbon–carbon bond also
contributes to the proton transfer process. An energy scan has
been performed by way of pulling the proton to the FeIV O group
or Glu176. By applying such judicious constraints, one may obtain
the formation of the O–H bond while the carbon–carbon bond is
retained. But the corresponding energy profile is simply uphill, and
reaches a plateau (about 6.0 kcal mol-1). Later, the unconstrained
optimization of such species along this path would not yield any
local minima, but would lead back to the reactant directly. Thus
we could conclude that the proton transfer and the carbon–carbon
bond cleavage step should occur in a concerted step.

The energy barriers of the proton-shuttle based mechanisms
(b and b¢) are 5.1 and 19.5 kcal mol-1 (Fig. 3). But the energy
barrier related to the rotation of the CH2 group was a little higher
(7.8 kcal mol-1) in path b, while the mechanism in path b¢ requires
no additional steps to complete the carbon–carbon bond cleavage
reaction. It is notable that the residue Glu176 is not as uninvolved
as the two His residues. It also contributes to tune the activity of
the enzyme by modulating its protonated states. This idea may
be suggestive for enzyme mutation and designing experiments to
explore why the HEPD enzyme contains a 2-His-1-carboxylate
motif rather than a 3-His motif. In general, the residue Glu176 or

Fig. 3 The key characters (upper panel) and calculated energy profiles
(bottom panel, kcal mol-1) in the carbon–carbon bond cleavage process;
three pathways are shown, identified as a, b and b¢; in the energy profile,
QM/MM calculations (solid curve) and gas phase calculations (dash
curve) are also given; the straight dash line in the plot indicates the relative
energy of the species (5, Scheme S1).

the FeIV O group would serve as a general base to accept a proton
and facilitate the carbon–carbon bond cleavage.

3.6 The critical role of enzyme environment

The polarization of the active site by the environment is an
important issue in an enzyme model. We have calculated the
dipole and quadruple to indicate the effect of the polarization. The
dipole of the QM region including the point charge of the protein
environment was 963.0 Debye, and reduced to 79.4 Debye in the
gas phase. The anisotropy constant of quadruple increased about
56 times when the MM environment was considered. How does the
environment contribute to the electronic polarization in the QM
region? The electron density maps are suggested as a sensitive tool
for investigating the global rearrangement of electrons.65–67 Here,
the total electron density differences were visualized to account for
charge polarization in the QM region (Fig. 4). The environment
strongly affects the electron density distribution. The hydrogen
on the CB atom of HEP is more positive (green), which makes
it easier to attract the more negative (yellow) oxygen atom in
oxygen molecule. The oxygen atoms in the carboxyl group of Glu176

show a different trend, and the coordinated oxygen atom is more
positive while the other one in the carboxyl is more negative. The
water molecule in the QM region is also polarized, which makes
the hydrogen atom more electrophilic. The NPA partial charge
analysis indicated that oxygen atoms are more negative (by 0.08e),
while hydrogen atoms are more positive (by 0.05e).

The electronic density difference distribution of the QM region
may be interpreted by the hydrogen bond interactions. One can
find that the non-coordinated oxygen atom in carboxyl group
of Glu176 could form hydrogen bonds (1.69 and 1.70 Å) with

1020 | Org. Biomol. Chem., 2012, 10, 1014–1024 This journal is © The Royal Society of Chemistry 2012
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Fig. 4 Total electron density difference map between QM/MM and QM calculation (isovalue: -0.001 for green, and 0.001 for yellow).

Tyr184 and Thr135. The oxygen atoms of residue Glu131 and Cys180

(accepters) can form hydrogen bonds interacted with His129 and
His180 (donors). The cation–p interaction 68–71 may also contribute
to the electronic density difference in the aromatic ring of both
histidines. Several water molecules also form the hydrogen bond
with the substrate and oxygen molecule. In most cases, hydrogen
bond interactions are found to be the crucial factors to the region
of the increase and decrease of electronic density. The structure
obtained from the QM/MM optimization was compared with
the crystal structure. A hydrogen bond interaction between Tyr98

and one of the phosphonate oxygen atoms of HEP was observed
as mentioned in the crystal structure.27 The donor and acceptor
distance of another hydrogen bond between N2(Asn126) and O1(2-
HEP) is 2.89 Å (2.83 Å in the crystal structure).

We also visualized the total electron density differences of
other intermediates, such as species 4a and 4b related to the
carbon–carbon bond cleavage step (Fig. S7†). For 4a, the electron
density on the CA atom was more positive (green), while the
charge on the Od atom was more negative and polarized. For
4b, the similar trends of electron density on the CA and Op atoms
were observed. The electron density on iron was also strongly
polarized by the protein environment. Further work such as a
computational enzyme mutation design would be required for a
detailed illustration.

The six secondary active site residues, including Tyr98, Asn126,
Tyr184, Thr135, Glu131 and Cys180 show strong effects on the active
site via hydrogen bonding interactions. Given a relatively quanti-
tative estimation, single point energy calculations were performed
by way of eliminating the coulomb contribution of the relevant

residues in the MM region. Electrostatic stabilization energy (DE)
was defined as the difference between the total energy with the
relevant residue and the energy without that relevant residue. And
the energy contributions from these residues were illustrated in
Fig. 5. The residue Glu131 seems to increase the relative energy
of the system, while the contribution of others mainly lowers the
energy while Asn126 provides the largest contribution. We may
categorize the MM part into two regions: the local region which
refers to the residues within 3 Å of the QM region and the global
region which is defined as the region beyond the local region. The

Fig. 5 Electrostatic stabilization energy (kcal mol-1) from the secondary
active-site residues.

This journal is © The Royal Society of Chemistry 2012 Org. Biomol. Chem., 2012, 10, 1014–1024 | 1021
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sum of the electrostatic energy contributions from the local region
was nearly 88%, including the protein residues (47%) and water
(41%). Therefore, the secondary active site residues in enzymes and
water molecules mainly contribute tothe catalytic environment,
and define the electrostatic environment of the active site.

As for the nature of the substrate, the carbon–carbon bond
dissociation energy of 2-HEP in the gas phase (without the active
site) was calculated at the PBE/B2 level. And it was very high,
i.e. more than 80 kcal mol-1, which was consistent with the
usual carbon–carbon single bond dissociation energy. In the same
manner, the carbon–carbon bond dissociation energy of other
intermediates, such as the species of 4a and 4b, was also calculated,
and the energy barrier was still high (50~70 kcal mol-1). Then, the
energy scans to elongate the carbon–carbon bond distance of 2-
HEP in the enzyme environment (without the incoming of O2)
made the profile reach a plateau (about 40 kcal mol-1) when the
carbon–carbon distance reached more than 3.0 Å.

The generated hydroxyl ion group (OH) can explain the
experimental evidence that the oxygen atom of water could
incorporate into HMP (path a, Scheme 5).27 The energy barrier
of the Criegee-type rearrangement mechanism was very high,
and this could explain the experimental fact that O-formyl-HMP
(OFHMP) could not be accepted as a substrate. In the process
(3→4a), neither the other residues nor the water molecules would
coordinate with the metal center, and instead a tridentate ligand
would be yielded and sufficiently lower the relative energy of
these species. Calculations indicated that, after the breaking of the
carbon–carbon bond, the following steps were very exothermic,
and thus most intermediates would have a very short lifetime.
The energy barriers in all reaction channels are acceptable for an
enzymatic reaction in the protein environment.

In order to consider the temperature effects on the stability of
the local active site, we adopt the quantum mechanical/molecular
mechanical (QM/MM) molecular dynamics (MD) simulation
for 10 ps in an NVT ensemble (details in Table S4†). The
results revealed that the deviation between the average structure
parameters and the optimized ones was in the range of 0.1 Å. The
temperature mainly affected the coordinated bond length, and the
fluctuation of the O–O bond was relatively small (about 0.05 Å).
However, the Fe–O–O angle would vary more than 10◦, which
led the O atom to be easier to approach the hydrogen atom in the
substrate. Most of the hydrogen bond interactions in the secondary
active site residues were preserved in the dynamic process. Several
less mobile water molecules at the active site were observed. During
the 10 ps ab initio QM/MM MD, no other significant change was
observed.

3.7 Toward tuning of the carbon–carbon bond cleavage reaction

As in Scheme 5 and Fig. S5,† the presence of water and OH in the
active sites strongly affects the reaction pathways. The substrate in
species 4a may accept the hydroxyl ion (OH-), while in the species
4b, the substrate would provide the proton. Since the species 4a
needs an additional hydroxyl group (OH-), the enrichment of OH-

results in more products from path a, and vice versa.49 And the
intermediates from the first bifurcation (H-attraction step) may
be balanced via the second bifurcation. Furthermore, for species
4b, the proton transfer can occur toward not only the oxygen atom
of the FeIV O group but also the oxygen atom of Glu176. Thus, the

regulation of the third bifurcation could make the protein robust
to some degree. If some mutations change the protein environment
and result in blocking one of the reaction pathways, another
would still remain. However, when some factors change, such as
the incoming substrate analogues, the regulation of the reaction
pathway may lead to the yielding of by-products. The mutation of
the environment around the reaction centre may offer a control
of these bifurcations. For example, the strength of the electronic
field may affect these chemical events (such as the H-attraction
step) as in the example of Cytochrome P450.72,73 In general, this is
a flexible reaction mechanism which yields only one product.

Meanwhile, some reaction steps show uncontrollable charac-
ter, even though they are environment-dependent. The protein
environment seems to lower the relative energy barriers in the
mechanism (see Fig. 3), which would accelerate the C–C bond
cleavage reaction. With the protein environment, we may also
obtain more stable intermediates. For instance, the intermediates
3 and 3b are more stable in the protein environment. In path
a, the energy barrier related to this C–C bond cleavage step is
only 1.0 kcal mol-1 higher than that of the generated product.
And the transition state disappears without the environment. In
path b, the energy profiles of this proton-transfer based carbon–
carbon bond cleavage are comparable with the results from gas
phase calculations. But the second energy barrier related to the
rotation of the CH2 group vanishes, which suggests that this be
an energy-preferred reaction in the gas phase. In path b¢, the
protein environment shows relatively fewer effects on the reaction
mechanism, and only the energy barrier shifts higher. Additionally,
we observed that the protein environment showed minor effects
(1–2 kcal mol-1) on the conversion of the hydroperoxo species (3
or 3¢) to the species 4a and 4b.

4. Conclusion

In summary, a tunable reaction mechanism with three bifurcations
was determined within the framework of ab initio QM/MM
simulations. Further evidence was provided against the originally
proposed catalytic mechanism. The effect of the secondary active
site residues and the role of “trapped” water in the active site
were illustrated. The complete reaction pathways and the corre-
sponding energy barriers were determined. The energy barriers are
considerably low (most below 20 kcal mol-1). And the total energy
barrier was lower than the results in the theoretical calculations
of Hirao et al.29 These results provide a nice interpretation of the
seeming contradicting experimental evidence obtained through
kinetic isotope effect studies and product distributions analysis.

The breaking of the carbon–carbon bond may be achieved
through a tridentate binding ligand derived from the hydroperoxo
species, or employ a proton-shuttle assisted mechanism, in which
the concerted proton transfer process is essential to break this
carbon–carbon bond. The reaction direction in the carbon–carbon
bond cleavage seems to be tunable under different acid/base
conditions. And this flexible catalytic ability of the enzyme may
be formed in the evolution. In the first bifurcation, the proton
can reside on either of the oxygen atoms of the ferric–superoxide
species. It is the rate-determining step and the enzyme environment
significantly affects the reaction barrier of both proton transfer
processes. For the hydroperoxo species, the O–O bond would be
broken in advance, while the Fe–O bond could be retained. In the
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active site, the residue Glu176 also contributes to tune the activity
of the enzyme by modulating its protonated state. It is suggested
that the polarization by the local active sites should be important.
Our calculations suggested that the trapped water in the active
site strengthens the catalytic ability of the enzyme, and improves
the transition state stabilization. This would provide additional
flexibility in the multi-pathway reaction scenario. The enzyme
environment can significantly lower the reaction barriers, and may
be responsible for rendering the catalytic process mild – neither
energy-demanding nor energy-wasting.

We note that these bifurcations in the reaction pathway can
be regulated in the presence of water, hydroxyl ion group and
mutation of the enzyme to some degree, which makes the enzyme
more robust in evolution and the perturbation of the environment.
Just like the reaction mechanism of the porphyrin molecule in
heme sites,74–78 the Boolean logic regulated reaction mechanism
still exists in non-heme enzymes. The control of these logic
operations is still an open issue. Further comprehensive studies
were required to provide more electronic structure information to
account for the effect of the protein environment. Mutation of the
enzyme and alternative substrates are potential pathways for the
control.
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